Systems Biology

Systems Biology is a conceptual framework for studying living systems that departs from the reductionism of molecular biology; it pursues the quantitative understanding of complete biological entities rather than the mere comprehension of their parts. Needless to say, the problem at stake is complexity.

This term asks for an agenda of quantitative study of complex interactions in biological systems using an integrative perspective. One of the key goals of Systems Biology is to reveal the properties embodied in the inner organisation of complete biological objects. To this end, any Systems Biology approach is organised in three stages: description of the system, deconstruction of the system into its components and reconstruction of the system with the same or with other properties. Note that the term deconstruction has two meanings, both incorporated into the Systems Biology jargon. First, it means the stepwise dismantlement of the components of an object for reuse, recycling, or management. But deconstruction also denotes the uncovering of an implicit or hidden significance in a text or in an object, which is not apparent from a superficial description.

Finally, reconstruction of a system is the ultimate proof of understanding, echoing the celebrated remark by the 1965 Nobel laureate in Physics, Richard Feynman “…what I cannot create, I do not understand”. Synthetic Biology takes this last aspect further, to the point of proposing the design of non-natural biological systems following a rational blueprint, which result in properties à la carte for both fundamental and biotechnological applications.
Molecular environmental microbiology

Our research efforts attempt to understand how bacteria that inhabit natural niches sense and process multiple environmental signals into distinct transcriptional and post-transcriptional responses—both at the level of single cells and as a community. Unlike laboratory settings, in which growth conditions can be controlled and changed one at a time, bacteria in the environment must perpetually make gene expression decisions between activating metabolic genes for available, frequently mixed carbon sources, and those for escaping or adapting to physico-chemical stress. Our preferred experimental system involves the KT2440 strain of the soil and plant root coloniser *Pseudomonas putida* bearing the plasmid pWW0, which allows growth on toluene and m-xylene as the only C and energy source. The biotechnological side of this biological question is the possibility of programming bacteria for deliberate environmental release, aimed at biodegradation of toxic pollutants or as biosensors to monitor the presence of given chemicals. Apart from understanding and developing such sensor or catalytic bacteria, their release requires the GMO to be endowed with a high degree of containment and predictability. Our research is committed to developing novel molecular tools for the genetic analysis and construction of soil microorganisms destined for the environment or as catalysts for selected biotransformations. We have increasingly adopted conceptual and material tools that stem from contemporary systems and synthetic biology to address outstanding environmental pollution problems. During the last two years, we have made considerable progress toward establishing rules for the physical assembly of biological devices to be implanted in bacteria that are then deployed in environmental and industrial settings. The use of standard descriptive languages and genetic tools has enabled us to model regulatory networks of *P. putida* as sets of digital, Boolean logic gates similar to those employed in electric engineering. These models reveal the inner raison d’être of extant network architectures. In a subsequent step, we were able to redesign such logic circuits to increase their sensitivity and specificity to a suite of chemical effectors, for example, to improve the performance of biosensors. These developments pave the way toward engineering complex circuits that program bacteria to display new-to-nature properties.
Our group is interested in different aspects of bioinformatics, computational biology and systems biology. Our goal is to obtain new biological knowledge with an in silico approach that complements in vivo and in vitro methodologies of biology. In addition to our lines of research, we collaborate with experimental groups by providing bioinformatics support for their specific needs, and participate in several teaching projects.

During the last two years, we have continued to develop an evolution-based method for predicting sites with functional importance in protein sequences and structures. We have developed the JDet package, which allows non-expert users to access those methods through an interactive graphic interface.

We also continued to develop evolution-based methods for predicting interaction partners. These methods are based mainly on the hypothesis that interacting or functionally related proteins adapt to each other during the evolutionary process (co-evolution). This can be detected as greater similarity than would be predicted between phylogenetic trees. A recent contribution was our exhaustive study on the performance of these approaches; we showed the effect of the set of organisms used for building these phylogenetic trees (Herman et al., 2011). We also performed a pioneering study showing that physical docking programs, designed to predict the arrangement of two protein structures known to interact, can be also used to detect interaction partners (Wass et al., 2011).

The study of living systems from a network perspective provides new biological knowledge that cannot be obtained by studying individual components (genes, proteins, etc.), however detailed. We study metabolic networks and protein interaction networks from this “top-down” approach, and have developed one of the first systems for “enrichment analysis” (widely used in transcriptomics) of large metabolomics datasets, which is accessible through a web interface (Chagoyen & Pazos, 2011; Chagoyen & Pazos, 2012).
Logic of genomic systems

In living systems, two main characteristics can influence how a given genotype expresses a phenotype; i.e., the genotype-to-phenotype map. The first describes the interaction between genetic changes; specifically, the interaction between mutations. A second feature is how a given genotype gives rise to a number of phenotypes, in many cases linked to an alteration in the environment. In the last few years, we have addressed these two questions in genotype-to-phenotype mapping by studying the following problems:

**Structure and stability of genetic networks**

Genetic interactions can be identified in terms of the disparity in fitness that a specific double (gene) mutant presents relative to the (expected) multiplicative effect obtained from the fitness value of the associated single mutations. These interactions are being characterised quantitatively in a comprehensive way in many model organisms and can be represented as genetic networks. We analysed how the strengths of these interactions are distributed in the network and what type of functional architecture (of the underlying molecular system) these patterns reveal. We are currently examining several questions regarding the conservation of the structure of these networks; for instance, we are characterising how a change in genetic context influences network structure and the appearance or disappearance of specific interactions. Knowledge of the structure and dynamics of these networks should help us understand how to predict variation in phenotypic traits within a population.

**Plasticity in gene expression**

Plastic variation in gene expression can also lead to different phenotypes and facilitate the adaptation of an organism to new environments with no associated genetic change. This was recently correlated to a number of molecular determinants such as strong chromatin regulation (i.e., epigenetics). These plasticity mechanisms can also be associated to the generation of expression noise (i.e., variation in gene expression in a fixed environment). We analysed the type of molecular architecture that balances noise and plasticity, and outlined two broad strategies at the transcriptional and translational level that adjust this balance. The need for this modulation appears to be a potential shaping force of genome regulation and organisation.
Microbial community modelling

The main motivation of our research is to study the rules that structure natural bacterial communities, to be able to replicate these communities in artificial environments or even to create new, ad hoc synthetic communities. We explore the patterns of interactions (mainly metabolic) between species to predict the ability of different species to form a consortium and to determine the capabilities of such an assemblage.

We use computational models of the bacterial metabolism to address these issues, and will extend our activities to an experimental setting as well. We have special interest in studying metagenomic samples, to relate the functional profiles of microbia with different environmental conditions, and thus obtain information on the mechanisms of bacterial adaptation to distinct habitats.